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Abstract

This note finds results for the intrabeam scattering growth rates
for a bi-gaussian distribution. The bi-gaussian distribution is inter-
esting for studying the possibility of using electron cooling in RHIC.
Experiments and computer studies indicate that in the presence of
electron cooling, the beam distribution changes so that it developes a
strong core and a long tail which is not described well by a gaussian,
but may be better described by a bi-gaussian. Being able to compute
the effects of intrabeam scattering for a bi-gaussian distribution would
be useful in computing the effects of electron cooling, which depend
critically on the details of the intrabeam scattering. The calculation
is done using the reformulation of intrabeam scattering theory given
in [1] based on the treatments given by A. Piwinski [2] and J. Bjorken
and S.K. Mtingwa [3]. The bi-gaussian distribution is defined below as
the sum of two gaussians in the particle coordinates x, y, s, px, py, ps.
The gaussian with the smaller dimensions produces most of the core
of the beam, and the gaussian with the larger dimensions largely pro-
duces the long tail of the beam. The final result for the growth rates
are expressed as the sum of three terms which can be interperted re-
spectively as the contribution to the growth rates due to the scattering
of the particles in the first gaussian from themselves, the scattering
of the particles in the second gaussian from themselves, and the scat-
tering of the particles in the first gaussian from the particles in the
second gaussian.
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1 Introduction

This note finds results for the intrabeam scattering growth rates for a bi-
gaussian distribution.

The bi-gaussian distribution is interesting for studying the possibility of
using electron cooling in RHIC. Experiments and computer studies indicate
that in the presence of electron cooling, the beam distribution changes so
that it developes a strong core and a long tail which is not described well
by a gaussian, but may be better described by a bi-gaussian. Being able
to compute the effects of intrabeam scattering for a bi-gaussian distribution
would be useful in computing the effects of electron cooling, which depend
critically on the details of the intrabeam scattering. The calculation is done
using the reformulation of intrabeam scattering theory given in [1] based on
the treatments given by A. Piwinski [2] and by J. Bjorken and S. Mtingwa
[3]. The bi-gaussian distribution is defined below as the sum of two gaussians
in the particle coordinates x, y, s, px, py, ps. The gaussian with the smaller
dimensions produces most of the core of the beam, and the gaussian with the
larger dimensions largely produces the long tail of the beam. The final result
for the growth rates are expressed as the sum of three terms which can be
interperted respectively as the contribution to the growth rates due to the
scattering of the particles in the first gaussian from themselves, the scattering
of the particles in the second gaussian from themselves, and the scattering of
the particles in the first gaussian from the particles in the second gaussian.

2 Basic results for intrabeam scattering

This section lists some general results which can be used to find growth rates
for a beam with any particle distribution f(x.p). Following [3], growth rates
will be computed for < pipj > , where the <> indicates an average over all
the particles in the bunch. From these one can compute the growth rates for
the emittances, < εi >. A result that holds in any coordinate system and for
any particle distribution f(x.p) is given in [1] as

δ < (pipj) > = N
∫

d3x
d3p1

γ1

d3p2

γ2

f(x, p1)f(x, p2)F (p1, p2)Cijdt

Cij = π
∫ π

0

dθσ(θ) sin3 θ ∆2[δij − 3
∆i∆j

∆2
+

WiWj

W 2
] i, j = 1, 3
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∆i =
1

2
(p1i − p2i)

Wi = p1i + p2i (1)

Nf(x, p) gives the number of particles in d3xd3p, where N is the number
of particles in a bunch. δ < (pipj) > is the change in < (pipj) > due to all
particle collisions in the time interval dt. The invariants F (p1, p2), ∆

2, W 2

are given by

F (p1, p2) = c
[(p1p2)

2 − m2

1
m2

2
c4]1/2

m1m2c2

F (p1, p2) = γ1γ2c[( ~β1 − ~β2)
2 − ( ~β1 × ~β2)

2]1/2

∆2 = ~∆2 − ∆2

0
, ∆0 = (E1 − E2)/(2c)

W 2 = ~W 2 − W 2

0
, W0 = (E1 + E2)/c

Eq.(1) is considerably simplified by going to the rest CS , which is the
CS moving along with the bunch and the particle motion is non-relativistic,
and putting σ equal to the Coulomb cross section. One gets

1

p2
0

< δ(p1ip1j) > = N
∫

d3xd3p1d
3p2f(x, p1)f(x, p2)2β̄c Cij dt

∆i =
1

2
(p1i − p2i)

β̄c = |~∆|/m

Cij =
2π

p2
0

(r0/2β̄2)2 ln(1 + (2β̄2bmax/r0)
2)

[|~∆|2δij − 3∆i∆j] i, j = 1, 3

r0 = Z2e2/mc2

σ(θ) = [
r0

2β̄2
]2

1

(1 − cos θ)2

cot(θmin/2) = 2β̄2bmax/r0 (2)

bmax is the largest allowed impact parameter in the center of mass CS. It
has been asumed that one can replace ln(1 + (2β̄2bmax/r0) − 1 by ln(1 +
(2β̄2bmax/r0).

In Eq.(1), the original 11-dimensional integral which arises from intra-
beam scattering theory has been reduced in [1] to a 9-dimensional integral
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by integrating over all possible scattering angles. In [1] this reduction was
done for any particle distribution, f(x, p). In [3], Bjorken and Mtingwa first
do the integration over x, p1, p2 using a simple gaussian distribution before
doing the integration over the scattering angles and no general result for
doing this reduction for any f(x, p) is given. In [2] Piwinski computes the
growth rates for the emittances < εi > instead of for < pipj >. A general
result for reducing the integral by integrating over all possible scattering
angles, for any f(x, p), for the growth rates of < εi > is given. However,
using this result for a complicated distribution like the bi-gaussian would be
difficult.

3 Gaussian distribution

We will first consider the case of a gaussian particle distribution. This will
provide a more simple example of using the results in the reformulation given
in [1] and of the methods used to evaluate the integrals. Afterwards, the same
procedures will be applied to the case of the bi-gaussian distribution.

Let Nf(x, p) gives the number of particles in d3xd3p, where N is the
number of particles in a bunch. For a gaussian distribution, f(x, p) ls given
by

f(x, p) =
1

Γ
exp[−S(x, p)]

Γ =
∫

d3xd3p exp[−S(x, p)] (3)

S = Sx + Sy + Ss

Sx =
1

ε̄x

εx(xβ, x′

β)

xβ = x − D(p − p0)/p0

x′

β = x′ − D′(p − p0)/p0 x′ = px/p0

εx(x, x′) = [x2 + (βxx
′ + αxx)2]/βx

Sy =
1

ε̄y
εy(y, y′) y′ = py/p0

εy(y, y′) = [y2 + (βyy
′ + αyy)2]/βy
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Ss =
1

ε̄s
εs(s − sc, (p − p0)/p0)

εs(s − sc, (p − p0)/p0) =
(s − sc)

2

2σ2
s

+
((p − p0)/p0)

2

2σ2
p

εs(s − sc, (p − p0)/p0) =
1

βs

(s − sc)
2 + βs((p − p0)/p0)

2

εs(s − sc, (p − p0)/p0) = [(s − sc)
2 + (βs((p − p0)/p0))

2]/βs

βs = σs/σp

ε̄s = 2σsσp (4)

D is the horizontal dispersion. D′ = dD/ds. A longitudinal emittance has
been introduced so that the longitudinal motion and the transverse motions
can be treated in a similar manner. sc locates the center of the bunch.

Γ can now be computed using Eq.(1).This will provide an example how
the integrals are done in this paper. The integration methods used here are
somewhat more complicated than those used in [3] but they will also work
for the more complicated bi-gaussian distribution.

Γ =
∫

d3xd3p exp[−Sx − Sy − Ss]

Writing Γ as Γ = ΓyΓxs and computing Γy first because this part is simpler,

Γy =
∫

dydpy exp[−Sy]

Sy =
1

ε̄y
εy(y, y′) y′ = py/p0

εy(y, y′) = [y2 + 2 + (βyy
′ + αyy)2]/βy

ηy = y/
√

βy, pηy = (βyy
′ + αyy)/

√

βy

dydpy = p0dηydpηy

Γy = p0

∫

dηydpηy exp[−(η2

y + p2

ηy)/ε̄y]

Γy = πε̄yp0 (5)

Now for the remaining integral we have

Γxs =
∫

dxdpxdsdps exp[−Sx − Ss]
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Γxs =
∫

dsdps exp[−Ss]
∫

dxdpx exp[−Sx]

Make the transformation

xβ = x − D(p − p0)/p0

x′

β = x′ − D′(p − p0)/p0

x′ = px/p0, x′

β = pβx/p0

dxdpx = p0dxβdx′

β

∫

dxdpx exp[−Sx] = p0

∫

dxβdx′

β exp[−Sx]

Sx =
1

ε̄x
εx(xβ, x′

β)
∫

dxdpx exp[−Sx] = πε̄xp0 as in evaluating Γy

p ∼ ps in the Lab. CS and

Γxs = π2ε̄sε̄xp
2

0

Γ = π3ε̄sε̄xε̄yp
3

0
(6)

4 Growth rates for a Gaussian distribution

In the following,the growth rates are given in the Rest Coordinate System,
which is the coordinate system moving along with the bunch. Growth rates
are given for < pipj >. From these one can compute the growth rates for
< εi >. Using the general result, Eq.(2), one gets

1

p2
0

< δ(pipj) > =
N

Γ2

∫

d3xd3p1d
3p2exp[−S(x, p1) − S(x, p2)]2β̄c Cij dt

~∆ =
1

2
(~p1 − ~p2)

β̄c = |~∆|/m

Cij =
2π

p2
0

(r0/2β̄2)2 ln(1 + (2β̄2bmax/r0)
2) [|~∆|2δij − 3∆i∆j] i, j = 1, 3

r0 = Z2e2/mc2
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Γ = π3ε̄sε̄xε̄yp
3

0
(7)

Transform to W, ∆

p1 =
W

2
+ ∆, p2 =

W

2
− ∆

W = p1 + p2, ∆ =
p1 − p2

2
d3p1d

3p2 = d3Wd3∆ (8)

We will first do the integral over d3x and over d3W . For the y part of the
integral

Sy(y, p1y) =
1

ε̄y
εy(y, y′

1
), y′

1
= p1y/p0

εy(y, y′

1
) = [y2 + (βyy

′

1
+ αyy)2]/βy

Sy(y, p1y) = [y2 + (βy(
Wy

2
+ ∆y)/p0 + αyy)2]/(βy ε̄y)

Sy(y, p1y) + Sy(y, p2y) = (2y2/βy + 2(βy(Wy/p0)/2 + αyy)2/βy

+2β2

y(∆y/p0)
2/βy))/ε̄y

Make the transformation

ηy =
√

2y/
√

βy, pηy =
√

2(βy(Wy/p0)/2 + αyy)/
√

βy

dydWy = p0dηydpηy (9)

Integrate over dy, dWy

∫

dydWyexp[−Sy(y, p1y) − Sy(y, p2y)] = p0

∫

dηydpηy

exp[−η2

y + p2

ηy + 2β2

y(∆y/p0)
2/βy

ε̄y
]

= p0πε̄yexp[−2βy

ε̄y
(∆y/p0)

2]

= p0πε̄ysxp[−Ry]

Ry =
2βy

ε̄y

(∆y/p0)
2 (10)
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In doing the remainder of the integral, the integral over dxdWxdsdWs we
will do the integral over dxdWx first and then the integral over dsdWs. Note
that the integral is being done in the Rest CS and in the expression for Sx

one has to replace p − p0 ∼ ps − p0 in the Lab CS by γps in the Rest CS.
Remember also that f(x, p) is an invariant (see [1]) One finds for Sx(x, p1x)

Sx(x, p1x) = {[x − γDW̄s/2 − γD∆̄s]
2 + [βx(W̄x/2 + ∆̄x − γD′W̄s/2 − γD′∆̄s) +

αx(x − γDW̄s/2 − γD∆̄s)]
2}/(βxε̄x)

W̄i = Wi/p0 ∆̄i = ∆/p0

Sx(y, p1x) = {[x − γDW̄s/2 − γD∆̄s]
2 + [βx(W̄x/2 − γD′W̄s/2) +

αx(x − γDW̄s/2) + (βx∆̄x − γD̄∆̄s)]
2}/(βxε̄x)

D̄ = βxD
′ + αxD (11)

we then find for Sx(x, p1x) + Sx(x, p2x)

Sx(x, p1x) + Sx(x, p2x) = {2[x − γDW̄s/2]2 + 2γ2D2∆̄2

s +

2[βx(W̄x/2 − γD′W̄s/2) + αx(x − γDW̄s/2)]2 +

2[βx∆̄x − γD̄∆̄s]
2}/(βxε̄x) (12)

Now make the transformations

x∗ =
√

2x − γDW̄s/
√

2 p∗x = W̄x/
√

2 − γD′W̄s/
√

2

ηx = x∗/
√

βx pηxx = (βxp
∗

x + αxx
∗)/
√

βx

dxdWx = p0dx∗dp∗x = p0dηxdpηxx (13)

Doing the integral over dxdWx one finds
∫

dxdWxexp[−Sx(x, p1x) − Sx(x, p2x)] = p0

∫

dηxdpηxx

exp[−{η2

x + p2

ηx

+

2[γ2D2∆̄2

s + (βx∆̄x − γD̄∆̄s)
2]/βx)}/ε̄x]

= p0πε̄xexp[−Rx]

Rx = 2[γ2D2∆̄2

s + (βx∆̄x − γD̄∆̄s)
2]/(βxε̄x)

(14)
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Now do the integral over dsdWs. One may note that the form of the
intgral here is similar to the integral done over dydWy. The result is then
the same with the proper sustitutions of s for y.

∫

dxdWsexp[−Ss(s, p1s) − Ss(s, p2s)] = p0πε̄sexp[−Rs]

Rs =
2γ2βs

ε̄s
(∆s/p0)

2 (15)

Note that the term βs((p− p0)/p0)
2 in Ss in the Lab. CS has to be replaced

by γ2βs(ps/p0)
2 in the Rest CS.

Using Eq.(7), one gets the result for the growth rates in the Rest CS for
a gauusian distribution.

1

p2
0

d

dt
< pipj > =

N

Γ

∫

d3∆ exp[−R]Cij

Cij =
2π

p2
0

(r0/2β̄2)2(|∆|2δij − 3∆i∆j)2β̄c ln[1 + (2β̄2bmax/r0)
2]

β̄ = β0γ0|∆/p0|

r0 = Z2e2/Mc2

Γ = π3ε̄sε̄xε̄yp
3

0

R = Rx + Ry + Rs

Rx =
2

βxε̄x
[γ2D2∆2

s + (βx∆x − γD̃∆s)
2]/p2

0

D̃ = βxD
′ + αxD

Ry =
2βy

ε̄y
∆2

y/p
2

0

Rs =
2βs

ε̄s

γ2∆2

s/p
2

0
(16)

The integral over d3∆ is an integral over all possible values of the relative
momemtum for any two particles in a bunch. β0, γ0 are the beta and gamma
corresponding to p0, the central momemtum of the bunch in the Laboratory
Coordinate System. γ = γ0

9



The above 3-dimensional integral can be reduced to a 2-dimensional inte-
gral by integrating over |∆| and using d3∆ = |∆|2d|∆|sinθdθdφ. This gives

1

p2
0

d

dt
< pipj > =

N

Γ
2πp3

0

(

r0

2γ2
0β

2
0

)2

2β0γ0c
∫

sinθdθdφ (δij − 3gigj)

1

F
ln

[

Ĉ

F

]

g3 = cosθ = gs

g1 = sinθcosφ = gx

g2 = sinθsinφ = gy

Ĉ = 2γ2

0
β2

0
bmax/r0

F = R/(|∆|/p0)
2

F = Fx + Fy + Fs

Fx =
2

βxε̄x

[γ2D2g2

s + (βxgx − γD̄gs)
2]

Fy =
2

ε̄y
βyg

2

y

Fs =
2

ε̄s
βsγ

2g2

s (17)

In obtaining the above, one uses z = |∆̄|2, dz = 2|∆̄|d|∆̄| and

∫

∞

0

dz exp[−Fz]ln[Ĉz] =
1

F
[ln

[

Ĉ

F

]

− .5772]

For Z = 80, A = 200, γ = 100, bmax = 1cm, log
10

Ĉ = 18.6

5 Bi-Gaussian distribution

The bi-gaussian distribution will be assumed to have the form given by the
following.

Nf(x, p) gives the number of particles in d3xd3p, where N is the number
of particles in a bunch. For a bi-gaussian distribution, f(x, p) ls given by

f(x, p) =
Na

N

1

Γa
exp[−Sa(x, p)] +

Nb

N

1

Γb
exp[−Sb(x, p)]
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Γa = π3ε̄sa ¯εxa ¯εyap
3

0

Γb = π3ε̄sbε̄xbε̄ybp
3

0
(18)

In the first gaussian,to find Γa, Sa then in the expressions for Γ, S, given
above for the gaussian distribution, replace ε̄x, ε̄y, ε̄s by ¯εxa, ¯εya, ε̄sa. In the
second gaussian, in the expressions for Γ, S, replace ε̄x, ε̄y, ε̄s by ε̄xb, ε̄yb, ε̄sb.
In addition. Na + Nb = N . This bi-gaussian has 7 parameters instead of the
three parameters of a gaussian.

6 Growth rates for a Bi- Gaussian distribu-

tion

In the following,the growth rates are given in the Rest Coordinate System,
which is the coordinate system moving along with the bunch. Growth rates
are given for < pipj >. From these one can compute the growth rates for
< εi >.Starting with Eq.2 and using the f(x, p) from Eq.18, one gets

1

p2
0

< δ(pipj) > =
∫

d3xd3p1d
3p2

[

Na

N

1

Γa
exp[−Sa(x, p1)] +

Nb

N

1

Γb
exp[−Sb(x, p1)]

]

[

Na

N

1

Γa
exp[−Sa(x, p2)] +

Nb

N

1

Γb
exp[−Sb(x, p2)]

]

2β̄c Cij dt

~∆ =
1

2
(~p1 − ~p2)

β̄c = |~∆|/m

Cij =
2π

p2
0

(r0/2β̄2)2 ln(1 + (2β̄2bmax/r0)
2) [|~∆|2δij − 3∆i∆j] i, j = 1, 3

r0 = Z2e2/mc2 (19)

The term in the integrand which contains exp[−Sa(x, p1)−Sa(x, p2)] is similar
to the integrand for the gaussian distribution except that ε̄i are replaced by
ε̄ia and leads to the same result as that given by Eq.(16) for the gaussian
beam except that R has to be replaced by Ra where Ra is obtained from R
by replacing ε̄i by ε̄ia. The term containing exp[−Sb(x, p1)−Sb(x, p2)] can be
evaluated in the same way leading to the same result as that given by Eq.(16)
for the gaussian beam except that R has to be replaced by Rb where Rb is
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obtained from R by replacing ε̄i by ε̄ib. The only terms that need further
evaluation are the the two cross product terms. The two cross product terms
are equal because of the symmetry of p1 and p2 in the rest of the integrand.
This leads to the remaining integral to be evaluated

∫

d3xd3p1d
3p2

2NaNb

N2

1

ΓaΓb

exp[−Sa(x, p1) − Sb(x, p2)] 2β̄c Cij

In evaluating this integral, we will use the same procedure as was used
for the gaussian distribution. We will first transform to W, ∆ from p1, p2 (see
Eq.(8). We will then do the integral over d3x and over d3W . For the y part
of the integral one finds ,

Sya(y, p1y) = {y2 + [βy(W̄y/2 + ∆̄y) + αyy]2}/(βy ε̄ya)

W̄y = Wy/p0 ∆̄y = ∆y/p0 (20)

One then finds that

Sya(y, p1y) + Syb(y, p2y) = {2y2/βy + 2[βy(W̄y/2 + αyy)]2/βy

+2β2

y∆̄
2

y/βy)}/ε̄yc +

{4(βy∆̄y)(βyW̄y/2 + αyy)/βy}/ε̄yd

1

ε̄yc
=

1

2
(

1

ε̄ya
+

1

ε̄yb
)

1

ε̄yd
=

1

2
(

1

ε̄ya
− 1

ε̄yb
)

(21)

Make the transformation

ηy =
√

2y/
√

βy, pηy =
√

2(βyW̄y/2 + αyy)/
√

βy

dydWy = p0dηydpηy (22)

Integrate over dy, dWy

∫

dydWyecp[−Sya(y, p1y) − Syb(y, p2y)] = p0

∫

dηydpηy

exp[−η2

y + p2

ηy + 2β2

y(∆y/p0)
2/βy

ε̄yc
+

12



4βy∆̄y

pηy/(
√

2
√

βy)

ε̄yd
]

= p0πε̄ycexp[−2βy

ε̄yc
∆̄2

y +
2βy

ε̄2

yd/ε̄yc
∆̄2

y]

= p0πε̄ycexp[−Ryc + Ryd]

Ryc =
2βy

ε̄yc
∆̄2

y

Ryd =
2βy

ε̄2

yd/ε̄yc
∆̄2

y (23)

The exponent Ryc −Ryd has to be negative. This can be made more obvious
by noting that

1

ε̄yc
− ε̄yc

ε̄2

yd

=
ε̄yc

ε̄yaε̄yb

In doing the remainder of the integral, the integral over dxdWxdsdWs we
will do the integral over dxdWx first and then the integral over dsdWs. Note
that the integral is being done in the Rest CS and in the expression for Sx

one has to replace p − p0 ∼ ps − p0 in the Lab. CS by γps in the Rest CS.
Remember also that f(x, p) is an invariant (see [1]) One finds for Sxa(x, p1x)

Sxa(x, p1x) = {[x − γDW̄s/2 − γD∆̄s]
2 + [βx(W̄x/2 + ∆̄x − γD′W̄s/2 − γD′∆̄s) +

αx(x − γDW̄s/2 − γD∆̄s)]
2}/(βxε̄x)

W̄i = Wi/p0 ∆̄i = ∆/p0

Sxa(y, p1x) = {[x − γDW̄s/2 − γD∆̄s]
2 + [βx(W̄x/2 − γD′W̄s/2) +

αx(x − γDW̄s/2) + (βx∆̄x − γD̄∆̄s)]
2}/(βx ¯εxa)

D̄ = βxD
′ + αxD (24)

we then find for Sxa(x, p1x) + Sxb(x, p2x)

Sxa(x, p1x) + Sxb(x, p2x) = {2[x − γDW̄s/2]2 + 2γ2D2∆̄2

s +

2[βx(W̄x/2 − γD′W̄s/2) + αx(x − γDW̄s/2)]2 +

2[βx∆̄x − γD̄∆̄s]
2}/(βxε̄xc) +
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{−4γD∆̄s[x − γDW̄s/2]/βx

+4(βx∆̄x − γD̄∆̄s)[βx(W̄x/2 − γD′W̄s/2) +

αx(x − γDW̄s/2)]/βx}/ε̄xd

(25)

Now make the transformations

x∗ =
√

2x − γDWs/
√

2 p∗x = Wx/
√

2 − γD′Ws/
√

2

ηx = x∗/
√

βx pηxx = (βxp
∗

x + αxx
∗)/
√

βx

dxdWx = p0dx∗dp∗x = p0dηxdpηxx (26)

Doing the integral over dxdWx one finds
∫

dxdWxexp[−Sxa(x, p1x) − Sxb(x, p2x)] = p0

∫

dηxdpηxx

exp[−{η2

x + p2

ηx

+2[γ2D2∆̄2

s + (βx∆̄x − γD̄∆̄s)
2]/βx}/ε̄xc

+{−4γD∆̄sηx/
√

2βx

+4(βx∆̄x − γD̄∆̄s)pηxx/
√

2βx

+4(βx∆̄x − γD̄∆̄s)αxηx/
√

2βx}/ε̄xd

= p0πε̄xcexp[−Rxc + Rxd]

Rxc = 2[γ2D2∆̄2

s + (βx∆̄x − γD̄∆̄s)
2]/(βxε̄xc)

Rxd = 2{[−γD∆̄s

+(βx∆̄x − γD̄∆̄s)αx]
2

+[(βx∆̄x − γD̄∆̄s)]
2}

/(βxε̄
2

xd/ε̄xc)

(27)

Now do the integral over dsdWs. One may note that the form of the
intgral here is similar to the integral done over dydWy. The result is then
the same with the proper sustitutions of s for y.

∫

dxdWsexp[−Ssa(s, p1s) − Ssb(s, p2s)] = p0πε̄scexp[−Rsc + Rsd]
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Rsc =
2βs

ε̄sc
∆̄2

s

Rsd =
2βs

ε̄2

sd/ε̄sc
∆̄2

s (28)

Note that the term βs((p− p0)/p0)
2 in Ss in the Lab. CS has to be replaced

by γ2βs(ps/p0)
2 in the Rest CS.

Putting all the above results, for the bi-gaussian distribution, together
one gets the final result

1

p2
0

d

dt
< pipj > = N

∫

d3∆ Cij[
(

Na

N

)2 exp(−Ra)

Γa
+
(

Nb

N

)2 exp(−Rb)

Γb

+2
NaNb

N2

Γc

ΓaΓb

exp(−T )]

Cij =
2π

p2
0

(r0/2β̄2)2(|∆|2δij − 3∆i∆j)2β̄c ln[1 + (2β̄2bmax/r0)
2]

β̄ = β0γ0|∆/p0|
r0 = Z2e2/Mc2

1

ε̄ic
=

1

2

(

1

ε̄ia
+

1

ε̄ib

)

i = x, y, s

1

ε̄id
=

1

2
(

1

ε̄ia
− 1

ε̄ib
)

r0 = Z2e2/Mc2

Γa = π3ε̄sa ¯εxa ¯εyap
3

0

Ra = Rxa + Rya + Rsas

Rxa =
2

βxε̄x
[γ2D2∆2

s + (βx∆x − γD̃∆s)
2]/p2

0

D̃ = βxD
′ + αxD

Rya =
2

βy ε̄y

β2

y∆
2

y/p
2

0

Rsa =
2

βsε̄s

β2

sγ
2∆2

s/p
2

0

15



T = Tx + Ty + Ts

Tx = Rxc − Rxd

Ty = Ryc − Ryd

Ts = Rsc − Rsd

Rxd = 2{[−γD∆̄s

+(βx∆̄x − γD̄∆̄s)αx]
2

+[(βx∆̄x − γD̄∆̄s)]
2}

/(βxε̄
2

xd/ε̄xc)

Ryd =
2βy

ε̄2

yd/ε̄yc
∆̄2

y

Rsd =
2βs

ε̄2

sd/ε̄sc
∆̄2

s

∆̄i = ∆i/p0 (29)

Ra, Rb, Rc are each the same as Ra given above except that ε̄ia are replaced
by ε̄ia, ε̄ib, ε̄ic respectively. The same remarks apply to Γa, Γb, Γc

The above 3-dimensional integral can be reduced to a 2-dimensional inte-
gral by integrating over |∆| and using d3∆ = |∆|2d|∆|sinθdθdφ. This gives

1

p2
0

d

dt
< pipj > = 2πp3

0

(

r0

2γ2
0β

2
0

)2

2β0γ0c
∫

sinθdθdφ (δij − 3gigj)

N [
(

Na

N

)2 1

ΓaFa
ln[

Ĉ

Fa
] +

(

Nb

N

)2 1

ΓbFb
ln[

Ĉ

Fb
]

+2
NaNb

N2

Γc

ΓaΓb

1

G
ln[

Ĉ

G
]]

g3 = cosθ = gs

g1 = sinθcosφ = gx

g2 = sinθsinφ = gy

Ĉ = 2γ2

0
β2

0
bmax/r0
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Fi = Ri/(|∆|/p0)
2 i = a, b, c

G = T/(|∆|/p0)
2

(30)

Fa, Fb, Fc are each the same F that was defined for the Gaussian distri-
bution except that the ε̄i are replaced by ε̄ia, ε̄ib, ε̄ic respectively.

The above results for the growth rates for a bi-gaussian distribution are
expressed as an integral which contains 3 terms, each of which is similar
to the one term in the results for the gaussian distribution. These three
terms may be given a simple interpertation. The first term represents the
contribution to the growth rates due to the scattering of the Na particles of
the first gaussian from themselves, the seond term the contribution due to
the scattering of the Nb particles of the second gaussian from themselves,
and the third term the contribution due to the scattering of the Na particles
of the first gaussian from the Nb partcles of the second gaussian.

7 Emittance growth rates

One can compute growth rates for the average emittances, < εi > in the Lab-
oratory Coordinate System, from the growth rates for < pipj > in the Rest
Coordinate System.In the following , dt is the time interval in the Laboratory
System and dt̃ is the time interval in the Rest System. dt = γdt̃

d

dt
< εx > =

βx

γ

d

dt̃
< p2

x/p
2

0
> +

D2 + D̃2

βx
γ

d

dt̃
< p2

s/p
2

0
> −2D̃

d

dt̃
< pxps/p

2

0
>

d

dt
< εy > =

βy

γ

d

dt̃
< p2

y/p
2

0
>

d

dt
< εs > = βsγ

d

dt̃
< p2

s/p
2

0
> (31)

To derive the above results, the simplest case to treat is that of the vertical
emittance. The verical emmitance is given by

εy(y, y′) = [y2 + (βyy
′ + αyy)2]/βy

δεy = βyδ(y
′2)
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d

dt
< εy > =

βy

γ

d

dt̃
< p2

y/p
2

0
>

(32)

In Eq.(32), y′ = py/p0, δεy is the change in εy in a scattering event.
For the longitudinal emittance one finds

εs = [s2/γ2 + (βsγps/p0)
2]/βs

δεs = βsδ(γps/p0)
2

d

dt
< εs > = βsγ

d

dt̃
< p2

s/p
2

0
>

(33)

In Eq.(33), s, ps are the coordinates in the rest system and I have used the
relationship (p − p0)LAB = (γps)REST

For the horizontal emittance one finds

εx = {[x − γDps/p0]
2 + [βx(px/p0 − γD′ps/p0) + αx(x − γDps/p0)]

2}/βx

= {[x − γDps/p0]
2 + [βxpx/p0 + αxx − D̄γps/p0]

2}/βx

= {x2 + (γDps/p0)
2 − 2xγDps/p0 + (βxpx/p0 + αxx)2 + (D̄γps/p0)

2 −
2(βxpx/p0 + αxx)(D̄γps/p0)}/βx

δεx = δ{β2

x(px/p0)
2 + γ2(D2 + D̄2)(ps/p0)

2 − 2βxD̄γ(px/p0)(ps/p0)}/βx

d

dt
< εx > =

βx

γ

d

dt̃
< p2

x/p
2

0
> +

D2 + D̃2

βx
γ

d

dt̃
< p2

s/p
2

0
> −2D̃

d

dt̃
< pxps/p

2

0
>

(34)

In the result for δεx, the terms that are linear in px or ps have been dropped
as they do not contribute to < δεx > . In a scattering event involving two
particles , the δpx of one particle is equal and opposite to the δpx of the other
particle. This is also true for ps.
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